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Segregation and pursuit waves in activator-inhibitor systems
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We investigate the effects of cross-diffusion on propagating waves in an activator-inhibitor system. The
model consists of a piecewise linear approximation of FitzHugh-Nagumo kinetics and a cross-diffusion term
for either the activator or the inhibitor. We obtain exact analytic solutions for traveling fronts and solitary
pulses and discuss the corresponding speed diagrams. A detailed comparison with the corresponding Rinzel-
Keller model for the usually studied case of self-diffusion is performed.
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I. INTRODUCTION

Spatiotemporal pattern formation in physical, chemical,
biological, ecological, and other systems has been modeled
frequently by reaction-diffusion equations [1-5]. Most
reaction-diffusion models assume that the diffusion matrix is
a diagonal matrix, i.e., the diffusive flux of a given species is
only driven by the gradient of that species. Models with off-
diagonal terms in the diffusion matrix, representing cross-
diffusion, have attracted attention recently. The effect of
cross-diffusive terms on pattern formation has been investi-
gated in the context of population dynamics [6]. Particular
applications include the spatial segregation of interacting
populations [7,8], the asymptotic behavior of epidemic mod-
els with pursuit and evasion movements [9], the seed produc-
tion in forests with two age classes [10], Turing patterns in
activator-inhibitor systems [11], predator-prey systems in
one dimension [12], and quasisolitons in the FitzHugh-
Nagumo [13] system [6]. Moreover, cross-diffusion has
found applications in a purely physical setting, such as bi-
nary and multicomponent mixtures, concentrated liquid mix-
tures, and binary Lennard-Jones fluid mixtures (see, e.g.,
Ref. [14], and references therein). Cross-diffusion has also
been investigated in the segregation of magnetically confined
fusion plasmas [15]. From a fundamental point of view, we
note that cross-diffusion is present in the formalism of non-
equilibrium thermodynamics of multicomponent systems
[16].

We investigate the effects of cross-diffusion in an
activator-inhibitor system. To determine those features in the
dynamics that are specifically caused by the cross-diffusion
terms, we consider the limiting case that the species do not
undergo self-diffusion, i.e., the diagonal terms of the diffu-
sion matrix vanish. This case allows us to elucidate how
traveling waves emerge due to a combination of excitable
kinetics and the segregation or pursuit movement between
the activator and inhibitor species caused by cross-diffusion.
The nonlinearity in the local kinetics has the form of a
FitzHugh-Nagumo function [13]. To obtain exact analytic so-
lutions for general solitary waves, fronts and pulses, for the
systems, we adopt a piecewise linear caricature [17] of the

1539-3755/2007/76(4)/046222(6)

046222-1

PACS number(s): 05.45.—a, 02.50.—r

reaction term, namely, the Rinzel-Keller function [18]. The
paper is organized as follows. In Sec. II we motivate and
introduce the reaction-diffusion equations we study and
show that they exhibit traveling waves whose speed has an
upper bound. In Sec. III we determine the conditions for the
existence of segregation fronts and pulses. We also obtain
exact analytical expressions for these waves and highlight
the main differences between the case of pure cross-diffusion
we study here and the commonly studied case of pure self-
diffusion. We show in Sec. IV that pursuit waves cannot
exist, either as fronts or as pulses. In the concluding Sec. V
we summarize and highlight our main results.

II. THE MODEL EQUATIONS

The evolution equations for a reaction-diffusion system
have the form

n; < ‘927’1'
_l=2Dij 5 +Fi(n), (1)
gt o ox

where D=(D;)) is the diffusion matrix, F;(n) describes the
kinetics of species i, n ; denotes the field variable of species j,
j=1,...,m, and n=(n,,n,,...,n,). As mentioned before,
most treatments of multivariable reaction-diffusion systems
assume that the diffusion matrix D is diagonal, D;;=0 for i
# j, i.e., cross-diffusion is negligible. If the cross-diffusion
term is positive, D;; >0, then the flux of species i is directed
toward decreasing values of the field of species j, whereas
D;<0 implies that the flux is directed toward increasing
values of the field of species j.

In the following we consider a two-component system,
namely, an activator-inhibitor system. Let species 1 be the
activator and species 2 the inhibitor. We adopt the following
notation n;=u and n,=v. To explore and isolate those fea-
tures in the dynamics of activator-inhibitor systems that arise
specifically from cross-diffusive effects, we consider the lim-
iting case of vanishing self-diffusion D;=0. We set D,
=h,, Dy =-h,, F(u,v)=f(u)-v, and F,(u,v)=e(u->bv).
The positive sign of D, implies that the activator segregates
from the inhibitor, and D,;=-h,<<0 implies pursuit of the
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activator by the inhibitor. The evolution equations for the
activator and inhibitor read

@—fu) v+h(92 (2a)
d P
(; e(u—bv) - I%E&%. (2b)

We choose the piecewise-linear Rinzel-Keller approximation
of the FitzHugh-Nagumo function for the kinetics of the ac-
tivator, f(u)=—u+ 6(u—a). Here O(u—a) is the Heaviside step
function. The positive parameter ¢ represents the ratio of the
time scales, and the parameters a, b, h,, and h, are positive
and constant.

We study two cases of Eq. (1): (i) a mobile activator seg-
regates from an immobile inhibitor, 4,=1 and &,=0 and (ii)
a mobile inhibitor pursues an immobile activator, s,=0 and
h,=1. This simplification allows us to isolate the effects of
activator cross-diffusion and the effects of inhibitor cross-
diffusion. The contributions of the cross-diffusion of each
species to the overall dynamics are harder to untangle for the
case where both the activator and inhibitor are mobile, and
that case will not be dealt with here. Traveling waves result
from the interplay of two effects, namely, interaction be-
tween the species and spatial dispersal. If one or both effects
are missing, a traveling wave cannot exist. In case (i), where
a mobile activator segregates from an immobile inhibitor, we
expect that traveling waves exist only if segregation does not
occur too fast. Otherwise, no interaction between activator
and inhibitor occurs and traveling waves cannot emerge.
Consequently, we anticipate the existence of an upper bound
for the wave speed, caused by the upper bound on the diffu-
sion speed of the activator. The existence of upper bounds
for the propagation speed of traveling waves is characteristic
of reaction-diffusion equations of hyperbolic type. Indeed,
Eq. (2) can be regarded as a hyperbolic reaction-diffusion
(HRD) equation, as we show at the end of this section. In
case (ii), where the activator is immobile and the inhibitor
moves into regions where the activator is present, the inter-
action is very successful but no traveling wave can emerge
because the movement of the inhibitor tends to concentrate it
in a small region of space. We anticipate that in this case no
pursuit waves exist, and our analytic results will confirm this
conjecture.

We end this section with establishing the connection be-
tween the activator-inhibitor system with cross-diffusion (2)
and HRD equations [19]. For case (i), 1,=1 and h,=0, tak-
ing the temporal derivative of Eq. (2a) and using Egs. (2a)
and (2b) to eliminate v, we obtain the HRD equation for the
activator

P F) P
{%Z+ (;: ax“ et + sbf(u) + &”) 3)

From a physical point of view, this result implies that the
activator-inhibitor system with cross-diffusion (2) displays
traveling waves only under certain conditions for the param-
eters and that the speeds of traveling fronts must be bounded
from above. The same results hold also for case (ii), h,=0
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and h,=1. In this case, the HRD equation for the activator is

@+8b@=%—su+sbﬂ )+ —— f(u)

4
ar at “

The HRD equations for cases (i) and (ii) differ only in the
effective diffusion constant in the HRD equations (3) and
(4). The diffusion coefficient is & in the case of a mobile
activator and an immobile inhibitor and 1 in the case of an
immobile activator and a mobile inhibitor. The time scale of
the immobile species, which drives the mobile species via
cross-diffusion, determines the effective diffusion coeffi-
cient.

III. SEGREGATION WAVES

The system with a mobile activator and an immobile in-
hibitor

d &
a—?:—u—v+0(u—a)+;z, (5a)
J
—U—s(u bv) (5b)
ot

always has a trivial homogeneous steady state (HSS),

(,0) =(0,0). (6)
If the condition
b
N<a<—— (7)
1+b

is fulfilled, which we assume in the following, then a second,
nontrivial HSS exists,

_ (b1
(mw_(l+yl+b> ®

Both states are linearly stable steady states of the homoge-
neous system, i.e., system (5) without the spatial term.

A traveling front is a heteroclinic connection joining the
trivial HSS and the nontrivial HSS, while a traveling pulse (a
homoclinic connection) leaves the trivial HSS, rises to values
near the nontrivial HSS, and then returns to the trivial HSS.
Both trivial and nontrivial HSSs have the same Jacobian ma-
trix, so that, both have the same strength of attraction and
traveling fronts can propagate to the right or to the left. We
introduce the traveling-frame coordinate {=x—ct, where c is
the propagation speed, and rewrite system (5) as

—dzv + du + 6( )=0 (9a)
—_q — — =0, a

e Cd§ u—v u-—a
c_dé +eu—¢ebv=0. (9b)

The system (9) is linear and the solutions are linear combi-
nations of exponential functions

u(§)=2Ake)‘k§+ i, U(§)=EBke)‘k§+5, (10)
k k

where A, and B, are integration constants

046222-2



SEGREGATION AND PURSUIT WAVES IN ACTIVATOR-...

To evaluate explicitly the solutions (10), we insert them
into Eq. (9). Collecting terms, we obtain, omitting the sub-
script k for notational simplicity

=1 N-1)\/A
-0. (11)
e cN—eb/\B
The characteristic equation (cA—1)(cA—gb)—e(\>=1)=0
has the roots

. 5 cl+eb 1+b
N=pxy\p°+o, wherep=--——>, oc=¢ 5.
2e-c e-c
(12)

Equation (11) implies that the integration constants fulfill
B =v*A7, where y*=g/(gb—c\*). If £>¢?, then N*>0 and
A~ <0. If e <c?, both \* are positive, and propagating waves
cannot exist. Consequently, the condition |c| < \& is required
to guarantee the existence of traveling waves. Note that this
condition is equivalent to the upper bound on the speed of
HRD fronts, see Eq. (13) in Ref. [19]. In summary, segrega-
tion waves only exist if two conditions are fulfilled:

— — b
—Ve<c<yVe and O0<a<—. (13)
1+b

A. Segregation fronts

Let us first consider the front solutions of Eq. (9). Each
front consists of two pieces

(& =A*e'E, £<0,
= 14
«() uy(§)=A"er ¢+, £€=0, (142
— BtoNTE <
U(f): Ul(g)_B e > g O’ (14b)

v(§) =B £+9,6=0.

The front solution must be continuous at £=0, i.e., u,(0)
=u,(0)=a and v,(0)=v,(0). These conditions imply A*=a
and A"=a—u. The relation B*=y*A* yields the equation for
the front speed, a(y*—vy )+uy —v=0. This equation has the
trivial solution ¢=0, i.e., a stationary front. The other solu-
tions may be found from
I Nc\t—¢b s

Tlebe non (15)

In Fig. 1 we plot the segregation front profiles for the
activator and inhibitor, given by Egs. (14), traveling to the
right. Note that requiring continuity of the solution is suffi-
cient to obtain all the integration constants and the speed
equation. The derivatives of u# and v need not be continuous,
and indeed Figure 1 shows clearly that the curves u=u(§)
and v=v(§) display a kink at £=0.

Equation (15) implies that the sign of the derivative da/dc
equals the sign of b’ —bh—2. In other words, the slope of the
velocity curves c=c(a) does not depend on the value of «;
they are either monotonically increasing or monotonically
decreasing functions for all values of a. In contrast, velocity
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FIG. 1. Plot of segregation front profiles for the activator (solid
curve) and the inhibitor (dashed curve), computed from Egs. (14),
for £=0.1, b=3, and a=0.2. Equation (15) yields the front speed
¢=0.137, and fronts propagate to the right.

curves c=c(a) for the self-diffusion case [20] can display
two branches for certain conditions. In that case it is neces-
sary to determine which branch corresponds to the branch of
stable fronts. In our case c=c(a) is a single-valued function,
and it is not necessary to study its stability; if a front exists,
it is always stable. Equation (15) and conditions (13) lead to
the following cases: (i) If 0 <eb*< 1, ¢ decreases monotoni-
cally and cp,=c(a=0)=eb and c,,=c(a=i)=—eb. (ii) If
1<eb?<2+b, ¢ decreases monotonically. However, fronts
only exist if

eb®—1
—_— < a < .
(1+5)(1+eb) 1+¢eb

(16)

(iii) If eb*>2+b, c increases monotonically, and again
fronts only exist if Eq. (16) is fulfilled. Cases (i) and (ii) are
typical behavior for bistable systems. The larger a, the higher
the threshold, the more difficult it is to excite the front, and
the front speed decreases with a. However, in case (iii), i.e.,
eb?>>2+b, the front speed increases monotonically with a,
in contrast to the self-diffusion case.

Figure 2 shows the speed curves c(a), computed from Eq.
(15), for different values of b and . We have chosen b=1,
b=4 and £=0.1, £=0.2, as in Ref. [20]. Two similarities
exist between the self-diffusion and cross-diffusion cases.
First, the speed curve is not defined for all values due to the
conditions (13). Second, there exist values of a where the
front speed equals zero,

b
a,._o= .
=721 +b)

(17)

Note that a,._, does not depend on &, as also illustrated in
Fig. 2. The main difference between the self-diffusion and
cross-diffusion cases lies in the shape of the speed curves.
For the cross-diffusion case, the sign of the derivative da/dc
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FIG. 2. Plot of the propagation speed c=c(a,b) of segregation
fronts as a function of a for various positive values of b and for two
ratios of the time scales &, namely, £=0.1 (dashed line) and &
=0.2 (solid line). The speed curves are obtained from Eq. (15).

does not depend on a and the speed curves are single-valued
functions of a, as explained above. In contrast, the speed
curves have two branches forming a knee for b=1 in the
self-diffusion case (see Fig. 5 in Ref. [20]).

B. Segregation pulses

Let us now consider pulse solutions of Eq. (9). Pulses
consist of three pieces

r“](f) =AT€)‘+§, £<0,
u(® = ux(d) = At €+ Az i in, 0<E<E,
43(8) = A3¢" ¢, £= &,
(18a)
rUl(f) =BT€)‘+§, £=<0,
V(&) =108 =Bl E+ B3N f+ i, 0<E<,
(v3(8) = Bye" £, £= &
(18b)

Requiring continuity of the solutions and the first derivatives,
we obtain

Al=a, (19a)
AS+As+ii=a, (19b)

YAT= YA+ yAS + 0, (19¢)
AteNt0+ AseN b+ i = Aje D, (19d)
VAL G+ y AN bt i= y AT D, (19)
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Ajeh fo=a. (19f)

The procedure for determining the integration constants is
the same as in Ref. [21], and we omit it here for the sake of
conciseness. The results read

Al=a, (20a)
Ab=a+ L2 (20b)
Y-y
o
A;=-Y22 (20¢)
Y-y
a (20d)

A5 = — —.
I=a(y" = y)I(y'i-0)
Equations (19) yield also the coordinate of the second match-
ing point

§8=iln<1—a7:__ 7:>, 1)

and the pulse speed equation

A + -
)\+ln<1—a7+ 7_>+>\-1n<1+a7 7):0. (22)

Yu—-v

Yu-u
The construction (18) holds only if A*>0 and N\~ <0, i.e., if

£>c?. A second condition for the existence of pulses is pro-
vided by Eqg. (21). Since 53 is positive, it is necessary that

N (eb—-c\)

—_— . 23
(I+b)e(\*=N\") @3)
Equation (22) yields a third condition; namely,
N (—eb+c\h)
—sb<c<gh and a<——"""0  (24)

(L+b)e(\*=N\")

must be satisfied simultaneously. When ¢=0, Eq. (22) trans-
forms into an identity, i.e., a trivial solution is the stationary
pulse, which exists for any value of a,e and b#0. This
characteristic feature of the cross-diffusion case does not oc-
cur for the self-diffusion case. Conditions (23) and (24) re-
strict the parameter space (a,c) in such a way that propagat-
ing pulses can exist only if £h*>> 1, in contrast to the self-
diffusion case. Also c=c(a) must be a double-valued
function. For fixed a, the pulse speed takes a positive and a
negative value with the same absolute value. In other words,
the system displays two counterpropagating pulses with the
same absolute speed. Further, pulses (same as fronts) have a
speed bounded by \G, but fronts always travel faster than
pulses. The above conditions can be summarized as a condi-
tion on a such that pulses exist if @, <a <dp., Where ay,
and a,,, are certain functions of b and . In Fig. 3 we plot
segregation pulse profiles computed from Egs. (18). In Fig.
4, we give an example of two speed curves c=c(a) for b
=4 and b=8 with £=0.5. Each diagram shows a pitchfork
bifurcation, which is shifted when b and & change. Since we
obtain up to three possible values for the speed at a given
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FIG. 3. Plot of segregation pulse profiles for the activator (solid
curve) and the inhibitor (dashed curve), computed from Eq. (18),
for £=0.5, b=4, and a=0.375. Equation (22) yields the pulse speed
¢=0.189, and pulses propagate to the right.

value of a, the pulse speed that is actually selected needs to
be determined by a stability analysis. This turns out to be a
rather arduous task and will be reported elsewhere.

IV. PURSUIT WAVES

We now consider case (ii), where the activator is immo-
bile and the inhibitor experiences cross-diffusion,

au

—=—u-v+0u-a), 25
P u—-v+60u-a) (25a)
dv Fu

—= -bv)-—. 25b
ot o{u—bv) ox? (255)

For this case Eq. (11) reads

(c)\—l -1 )(A)_O -
-(\*=g) cA-gb/\B) (26)

so that p and o in the roots N*=p=++p’>+ ¢ of the character-
istic equation are

cl+eb _1+b
-T2 0=&T 5.
21-c 1-c

p (27)

Consequently, waves only exist if |c|<1. Front solutions,
pulse solutions, and the matching equations remain formally
the same as for case (i), but p and o are now given by Egq.
(27). Therefore, the front speed equation takes the same form
as above, i.e., a(y'—y)+uy —v=0, where now y*=c\*
—1, and we obtain

1=bleA = 1)

RIS o
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FIG. 4. Plot of the propagation speed c=c(a,b) of a pulse as a
function of a for various positive values of b and for a ratio of the
time scales of £=0.5. The speed curves are obtained from Eq. (22).

The interval of a is limited by the requirement that two HSSs
exist and by the conditions (13), which now read

b
—-1<e¢<1 and 0<a<l—. (29)

+b
Equation (28) implies that the front speed is positive only for
a <0, which is incompatible with Eq. (29). The front speed
is negative for positive values of a, if a is larger than u,

which is also incompatible with Eq. (29). We conclude there-
fore that pursuit waves do not exist, as anticipated.

V. CONCLUSIONS

We have considered an activator-inhibitor system with
cross-diffusion in one of the components in order to study
segregation and pursuit waves. When the activator is immo-
bile and the inhibitor segregates, propagating fronts and
pulses appear for appropriate conditions on the parameters.
We have shown that our model is equivalent to a HRD equa-
tion, which implies that an immobile component decreases
the front or pulse speed, as is the case for HRD waves. In
particular, we have found that the upper bound for the front
speed is Ve, where ¢ is the ratio of the activator and inhibitor
time scales. Second, we have obtained exact, analytic expres-
sions for the front and pulse solutions and discussed the
similarities and differences between our speed diagrams for
the case of cross-diffusion and those of the classical Rinzel-
Keller model for the commonly studied case of self-
diffusion. The existence conditions for fronts and pulses have
been analyzed in detail. In particular, we have shown that
segregation fronts are unique, which is not true in the self-
diffusion case. The front speed increases or decreases as a
function of the threshold parameter a, in contrast to the self-
diffusion case where the selected front speed always de-
creases as a increases. For segregation pulses, the speed
curve bifurcates, and two counterpropagating pulses emerge
that coexist with the trivial (stationary) pulse solution. In the
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self-diffusion case, in contrast, only pulses with positive
speeds exist. In addition we have shown that segregation
fronts travel always faster than segregation pulses. The sta-
bility analysis of these solutions will be dealt with elsewhere.
As expected, for pursuit waves, where the activator is immo-
bile and the inhibitor moves toward it, no traveling waves,
neither fronts nor pulses, exist.

The piecewise linear approximation we used can be ex-
tended to systems with more complicated nonlinear reaction
terms, leading to a generalization to multistable cases [21].
Our work has implications for population models with Allee
effects as well as for a wide variety of physical, chemical,
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and biological systems with nonlinear kinetics and cross-
diffusion interaction between fields.
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